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#### Abstract

We study the asymptotic behaviour of the eigenvalues of Hermitian $n \times n$ block Toeplitz matrices $A_{n, m}$, with $m \times m$ Toeplitz blocks. Such matrices are generated by the Fourier coefficients of an integrable bivariate function $f$, and we study their eigenvalues for large $n$ and $m$, relating their behaviour to some properties of $f$ as a function; in particular we show that, for any fixed $k$, the first $k$ eigenvalues of $A_{n, m}$ tend to $\inf f$, while the last $k$ tend to $\sup f$, so extending to the block case a well-known result due to Szegö. In the case the $A_{n, m}$ 's are positive-definite, we study the asymptotic spectrum of $P_{n, m}^{-1} A_{n, m}$, where $P_{n, m}$ is a block Toeplitz preconditioner for the conjugate gradient method, applied to solve the system $A_{n, m} x=b$, obtaining strict estimates, when $n$ and $m$ are fixed, and exact limit values, when $n$ and $m$ tend to infinity, for both the condition number and the conjugate gradient convergence factor of the previous matrices. Extensions to the case of a deeper nesting level of the block structure are also discussed.


## 1. Introduction

In this paper we study the asymptotic behaviour of the eigenvalues of Hermitian block Toeplitz matrices with Toeplitz blocks: such matrices arise naturally in many applications ([9]), such as signal processing, trigonometric moment problems, integral equations and elliptic partial differential equations with boundary conditions, solved by means of finite differences. In such problems, it is often necessary to solve linear systems of the kind

$$
\begin{equation*}
A_{n, m} x=b, \tag{1}
\end{equation*}
$$

with $A_{n, m}$ having block Toeplitz structure with Toeplitz blocks, i.e.

$$
A_{n, m}=\left(\begin{array}{cccc}
A_{0} & A_{1} & \ldots & A_{n-1}  \tag{2}\\
A_{-1} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & A_{1} \\
A_{-n+1} & \ldots & A_{-1} & A_{0}
\end{array}\right)
$$
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with

$$
A_{p}=\left(\begin{array}{cccc}
a_{p, 0} & a_{p, 1} & \ldots & a_{p, m-1}  \tag{3}\\
a_{p,-1} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & a_{p, 1} \\
a_{p,-m+1} & \ldots & a_{p,-1} & a_{p, 0}
\end{array}\right)
$$

In this paper we consider the case where the matrices $A_{n, m}$ are related to the Fourier coefficients of a function $f: Q \rightarrow \mathbf{R}$, which is integrable on $Q=(-\pi, \pi)^{2}$, i.e. $f \in L^{1}(Q)$ and

$$
\begin{equation*}
a_{j, k}=\frac{1}{4 \pi^{2}} \int_{Q} f(x, y) e^{-i(j x+k y)} d x d y, \quad j, k=0, \pm 1, \pm 2, \ldots \tag{4}
\end{equation*}
$$

Once the natural numbers $n$ and $m$ have been fixed, we can associate the finite block Toeplitz matrix (2) with the function $f(x, y)$ : in this case, we will say that $A_{n, m}$ is generated by $f(x, y)$. The matrix $A_{n, m}$ has $n \times n$ block Toeplitz structure, and each block is an $m \times m$ Toeplitz matrix with complex entries; it is immediate to see that $A_{n, m}$ is Hermitian, since $f(x, y)$ takes only real values.

The idea of studying the relationship between the spectra of Toeplitz matrices and their generating functions dates back to Szegö ([9]) for what concerns the onedimensional case (i.e. the generating function depends on one variable only, and the associated matrices have scalar Toeplitz structure), while the study of the block case is a recent matter, motivated mainly by the need of finding good preconditioners for conjugate gradient and other iterative methods ( $[15,3,4,5]$ ).

Our purpose here is to study the extremities of the spectra of the set of matrices $\left\{A_{n, m}\right\}, n, m \in \mathbf{N}$, generated by $f(x, y)$, when $n$ and $m$ tend to infinity, and to relate their properties to some properties of $f(x, y)$ as a function.

If $A$ is an $n \times n$ Hermitian matrix, throughout this paper we indicate by $A^{t}$ the transpose matrix (without conjugating the elements), and by $\lambda_{k}(A), k=$ $1, \ldots, n$, all the eigenvalues of $A$, counted with their multiplicities, numbered in non-decreasing way: in particular, $\lambda_{1}(A)=\lambda_{\min }(A)$ and $\lambda_{n}(A)=\lambda_{\max }(A)$.

In [15] it was proved that, under the hypothesis that $f(x, y)$ is continuous on the closed square $\bar{Q}=[-\pi, \pi]^{2}$ and not identically constant, for any $n$ and $m$ all the eigenvalues of $A_{n, m}$ lie in the open interval $\left(\min _{Q} f, \max _{Q} f\right)$, and it holds

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \lambda_{\min }\left(A_{n, m}\right)=\min _{\bar{Q}} f, \quad \lim _{n, m \rightarrow \infty} \lambda_{\max }\left(A_{n, m}\right)=\max _{\bar{Q}} f \tag{5}
\end{equation*}
$$

(observe that the limits are finite since $\bar{Q}$ is compact and $f$ was supposed to be continuous on $\bar{Q}$ ). In section 3 we prove a stronger statement (Theorem 3.1): requiring only the integrability of $f$ over $Q$, we prove that all the eigenvalues of $A_{n, m}$ (for any $n$ and $m$ ) lie in the open interval $\left(\inf _{Q} f, \sup _{Q}\right.$ ) (of course, here $\inf _{Q} f$ is meant to be the essential infimum of $f$, and $\sup _{Q} f$ the essential supremum, with respect to Lebesgue measure), unless $f$ is constant almost everywhere on $Q$. Moreover, still under the only hypothesis that $f$ is integrable over $Q$, we prove that for any natural number $k$, it holds

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \lambda_{k}\left(A_{n, m}\right)=\inf _{Q} f, \quad \lim _{n, m \rightarrow \infty} \lambda_{n m+1-k}\left(A_{n, m}\right)=\sup _{Q} f . \tag{6}
\end{equation*}
$$

Of course, here $\inf _{Q} f$ might equal $-\infty$, as well as $\sup _{Q} f$ might equal $+\infty$, since $f$ is only supposed to be $L^{1}(Q)$; what is more remarkable, anyway, is that the result (5), proved in [15] only for the first (respectively, the last) eigenvalue of $A_{n, m}$, is
here extended to the first $k$ (respectively, the last $k$ ) eigenvalues of $A_{n, m}$ for any fixed $k$, even under weaker hypotheses on $f$. This is remarkable since it shows that the matrices $A_{n, m}$ are always asymptotically ill conditioned for large $n$ and $m$, in the case (which arises very often in the applications) where the $A_{n, m}$ 's are positive-definite and generated by a function $f \geq 0$, with $\inf f=0$ (see Corollary 3.4): in this situation, in fact, since the first $k$ eigenvalues of the $A_{n, m}$ 's tend to zero (for any $k$ fixed), those matrices are ill conditioned and the conjugate gradient method ([12]), applied to (1) without preconditioning, will converge very slowly on any subspace of fixed dimension. In view of these facts, the necessity of finding good preconditioners for the system (1) becomes apparent.

A natural way to build a positive-definite preconditioner $P_{n, m}$ for the system (1) is that of letting $P_{n, m}$ be generated by a function $p(x, y) \geq 0$, in such a way that the eigenvalues of the matrices $\left\{P_{n, m}^{-1} A_{n, m}\right\}$ have nicer properties than those of the unpreconditioned $\left\{A_{n, m}\right\}$, for large values of $n$ and $m$ (see $[3,5,15]$ ). In particular, Serra ([15]) proved that if the sets of matrices $\left\{A_{n, m}\right\},\left\{P_{n, m}\right\}$ are generated by two nonnegative functions $f$ and $p$ (not identically zero), both continuous on $\bar{Q}$, then all the eigenvalues of $P_{n, m}^{-1} A_{n, m}$ lie in the open interval $(r, R)$, where $r$ is the infimum and $R$ is the supremum of the ratio $f / p$. As a consequence, the condition number of the matrices $P_{n, m}^{-1 / 2} A_{n, m} P_{n, m}^{-1 / 2}$ resulted bounded from above by the ratio $R / r$. In Theorem 3.5 we improve this result; more precisely we prove that, even under weaker hypotheses $\left(f, p \in L^{1}(Q)\right.$ with $p$ continuous on the open square $Q$, $p \geq 0$ not identically zero), for any fixed natural number $k$ it holds

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right)=\inf _{Q_{+}} \frac{f}{p}, \quad \lim _{n, m \rightarrow \infty} \lambda_{n m+1-k}\left(P_{n, m}^{-1} A_{n, m}\right)=\sup _{Q_{+}} \frac{f}{p}, \tag{7}
\end{equation*}
$$

where $Q_{+} \subseteq Q$ is the set where $p>0$. We remark that, in general, the set of matrices generated by the function $f / p$ (when it belongs to $L^{1}(Q)$ ) has nothing to do with the set $\left\{P_{n, m}^{-1} A_{n, m}\right\}$; for this reason, Theorem 3.5 comes by no means as a consequence of Theorem 3.1.

Equation (7) once more stresses that the choice of the preconditioner is crucial in view of the convergence rate of the conjugate gradient (or other iterative methods, see [17]) because, if the infimum of the ratio $f / p$ is still too close to zero, for large $n$ and $m$ the preconditioned system will show up the same bad features as the original one. According to this, in Corollary 3.6 we obtain that, when $f$ is nonnegative, the condition number of the matrices $M_{n, m}=P_{n, m}^{-1 / 2} A_{n, m} P_{n, m}^{-1 / 2}$ verifies

$$
\lim _{n, m \rightarrow \infty} \mu\left(M_{n, m}\right)=\frac{r}{R}
$$

where $r=\inf _{Q_{+}} f / p$ and $R=\sup _{Q_{+}} f / p$, while the convergence factor of the conjugate gradient method verifies

$$
\lim _{n, m \rightarrow \infty} \frac{\lambda_{\max }\left(M_{n, m}\right)-\lambda_{\min }\left(M_{n, m}\right)}{\lambda_{\max }\left(M_{n, m}\right)+\lambda_{\min }\left(M_{n, m}\right)}=\frac{R-r}{R+r} .
$$

It is possible to extend all the results so far examined to a deeper nesting level in the block Toeplitz structure of the matrices considered; for example, if $f(x, y, z) \in L^{1}\left([-\pi, \pi]^{3}\right)$, it is possible to build its Fourier coefficients with respect to the canonical tensor basis:

$$
a_{j, k, l}=\frac{1}{(2 \pi)^{3}} \int_{[-\pi, \pi]^{3}} f(x, y, z) e^{-i(j x+k y+l z)} d x d y d z, \quad j, k, l=0, \pm 1, \pm 2, \ldots
$$

Obviously, a three-level block Toeplitz matrix $A_{n, m, h}$ can be associated to $f$, for each triplet of natural numbers $n, m$ and $h$.

It is not difficult to convince oneself that all the proofs presented in this paper are independent of the dimension, and could be easily adapted to the case where $f$ depends on any number of variables; the difficulty would come mainly from notation, and this is why the results are proved in detail only in the two-dimensional case. For this reason, all the results presented here are still valid when a larger number of variables is involved, and such extensions come in a straightforward way.

We remark that the techniques used by Szegö ([9]) for the scalar Toeplitz structure (one variable only) do not lend themselves to be easily adapted to dimension higher than one, since they strongly rely on the explicit computation of the minima of certain functionals involving univariate orthogonal polynomials. On the other hand, in the one-dimensional case all the results on the convergence of the eigenvalues to $\inf f$ or $\sup f$ come as a straight consequence of the Theorem of Szegö on the asymptotic distribution of the spectrum of Toeplitz matrices ([9]), which is not available in the block case under the only hypothesis that $f \in L^{1}(Q)$. For this reason, Theorem 3.1 can be seen as an extension to the block case of results known only in the scalar case and, together with Theorem 3.5, it is an attempt to introduce new and more general techniques suitable for studying the distribution of the eigenvalues of large block Toeplitz matrices with Toeplitz blocks.

## 2. Notation and preliminary considerations

If $n$ and $m$ are non-negative integers, we indicate by $\mathbf{P}_{n, m}$ the vector space of all complex bivariate trigonometric polynomials of degree at most $n$ in the first variable and at most $m$ in the second, that is

$$
\begin{equation*}
u(x, y) \in \mathbf{P}_{n, m} \Longleftrightarrow u(x, y)=\sum_{j=-n}^{n} \sum_{k=-m}^{m} u_{j k} e^{i(j x+k y)}, \quad(x, y) \in \bar{Q}, \quad u_{j k} \in \mathbf{C} \tag{8}
\end{equation*}
$$

Such polynomials can naturally be seen as functions defined on the square $Q=$ $[-\pi, \pi]^{2}$; on the other hand, it is sometimes useful to identify $\mathbf{P}_{n, m}$ with the complex Euclidean space $\mathbf{C}^{n^{*} m^{*}}$, where $m^{*}=2 m+1$ and $n^{*}=2 n+1$ : in fact, any $u(x, y) \in$ $\mathbf{P}_{n, m}$ is uniquely identified by the complex vector $u$ of its coefficients, which can be usefully partitioned into blocks as follows:

$$
u=\left(\begin{array}{c}
u_{-n}  \tag{9}\\
u_{-n+1} \\
\vdots \\
u_{n}
\end{array}\right), \quad u_{j} \in \mathbf{C}^{m^{*}}, \quad u_{j}=\left(\begin{array}{c}
u_{j,-m} \\
u_{j,-m+1} \\
\vdots \\
u_{j, m}
\end{array}\right), \quad j=-n \ldots n .
$$

Throughout, we will systematically use the isomorphism of vector spaces between $\mathbf{P}_{n, m}$ and $\mathbf{C}^{n^{*} m^{*}}$, and to stress this we will often use the same letter, say $u$, to indicate both the polyomial $u(x, y) \in \mathbf{P}_{n, m}$ and the vector of its coefficients $u \in$ $\mathbf{C}^{n^{*} m^{*}}$, partitioned into blocks according to (9): it will always be clear from the context which space we are referring to.

If $x, y \in \mathbf{C}^{n}$ are complex vectors, we indicate by $\langle y, x\rangle=\sum_{i=1}^{n} \bar{y}_{i} x_{i}$ the usual scalar product on $\mathbf{C}^{n}$.

We now derive some simple identities which will be widely used in the rest of this paper. If both $u(x, y)$ and $v(x, y)$ belong to $\mathbf{P}_{n, m}$, i.e. if

$$
u(x, y)=\sum_{j=-n}^{n} \sum_{k=-m}^{m} u_{j, k} e^{i j x} e^{i k y}, \quad v(x, y)=\sum_{j=-n}^{n} \sum_{k=-m}^{m} v_{j, k} e^{i j x} e^{i k y},
$$

and $f(x, y) \in L^{1}(Q)$, then we have

$$
\begin{align*}
& \quad \int_{Q} f \bar{u} v=\sum_{j, j^{\prime}=-n}^{n} \sum_{k, k^{\prime}=-m}^{m} \bar{u}_{j, k} v_{j^{\prime}, k^{\prime}} \int_{Q} f e^{-i\left(j-j^{\prime}\right) x} e^{-i\left(k-k^{\prime}\right) y} d x d y  \tag{10}\\
& =4 \pi^{2} \sum_{j, j^{\prime}=-n}^{n} \sum_{k, k^{\prime}=-m}^{m} \bar{u}_{j, k} v_{j^{\prime}, k^{\prime}} a_{j-j^{\prime}, k-k^{\prime}}=4 \pi^{2} \sum_{j, j^{\prime}=-n}^{n}\left\langle A_{j^{\prime}-j}^{t} u_{j}, v_{j^{\prime}}\right\rangle \\
& =4 \pi^{2}\left\langle A_{n^{*}, m^{*}}^{t} u, v\right\rangle,
\end{align*}
$$

where $A_{n^{*}, m^{*}}=A_{2 n+1,2 m+1}$, according to (2), (3) and (4). Observe that, in the particular case $f(x, y) \equiv 1$, we obtain

$$
\begin{equation*}
\frac{1}{4 \pi^{2}} \int_{Q} \bar{u} v=\sum_{j=-n}^{n} \sum_{k=-m}^{m} \bar{u}_{j, k} v_{j, k}=\langle u, v\rangle . \tag{11}
\end{equation*}
$$

Recall that, if $A$ is a positive-definite Hermitian matrix, the convergence rate of the conjugate gradient method, applied to a linear system $A x=b$, is strictly related to the quantity $\rho(A)=(M-m) /(M+m)$, where $M$ and $m$ are, respectively, the largest and the smallest eigenvalue of $A$ : it holds $0 \leq \rho(A)<1$, and it can be shown that the absolute error is reduced, at each step, by a factor at least $\rho(A)$. Throughout, we will refer to this quantity as the convergence factor for the conjugate gradient, with respect to the matrix $A$. For more details, the reader is referred to $[6,17,12,1]$.

In the following, we will have to do with integrable functions with respect to Lebesgue measure, which we indicate by $\mathbf{L}$; when not explicitly indicated, we will always refer to $\mathbf{L}$ as the Lebesgue measure on the open square $Q=(-\pi, \pi)^{2}$, and we will indicate by $L^{1}(Q)$ the Banach space of all measurable functions which are integrable on $Q$, that is

$$
f \in L^{1}(Q) \quad \Longleftrightarrow \quad f \text { is measurable and }\|f\|_{L^{1}(Q)}=\int_{Q}|f| d \mathbf{L}<+\infty
$$

In this paper we will simply write $\int_{Q} f$ instead of $\int_{Q} f d \mathbf{L}$, Lebesgue measure being implicitly assumed. We will also refer to the closure of $Q$ as the closed square, and we will indicate it by $\bar{Q}$. When we state a pointwise property of a function $f \in L^{1}(Q)$ (such as $f \geq 0$ ), we will always mean that such property holds almost everywhere on $Q$, i.e. that it holds at every point of $Q$ but for a set of zero Lebesgue measure.

For' a measurable function $f \in L^{1}(Q)$ there is a notion of essential infimum $\left(\operatorname{essinf}_{Q} f\right)$, which plays essentially the same role as the usual infimum notion, but disregards zero measure sets:

$$
\operatorname{essinf}_{Q} f=\sup \{y \in \mathbf{R}: f>y \text { almost everywhere on } Q\} .
$$

In this paper we will simply write $\inf _{Q} f$ to indicate the essential infimum of $f$ on $Q$, if $f$ is only supposed to be measurable on $Q$; the same considerations are valid for the notion of essential supremum which we will simply indicate by $\sup _{Q} f$.

## 3. Main results

Theorem 3.1. Let $f(x, y): Q \rightarrow \mathbf{R}$ belong to the space $L^{1}(Q)$, and let us indicate by $\left\{A_{n, m}\right\}_{n, m \in \mathbf{N}}$ the set of Hermitian matrices it generates, according to (2), (3), and (4). Then, for any natural numbers $n$ and $m$, if $\lambda$ is an eigenvalue of $A_{n, m}$ it holds

$$
\begin{equation*}
\inf _{Q} f \leq \lambda \leq \sup _{Q} f \tag{12}
\end{equation*}
$$

where the inequalities are always strict, unless $f$ is constant on $Q$. Moreover, however we fix a positive integer $k$, we have

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \lambda_{k}\left(A_{n, m}\right)=\inf _{Q} f, \quad \lim _{n, m \rightarrow \infty} \lambda_{n m+1-k}\left(A_{n, m}\right)=\sup _{Q} f \tag{13}
\end{equation*}
$$

that is, for $k$ fixed, the first $k$ eigenvalues of $A_{n, m}$ tend to the essential infimum of $f$ while the last $k$ tend to the essential supremum of $f$, as $n$ and $m$ approach infinity.

For the proof of this theorem we need two lemmas, where some simple measure theory is involved; in particular, in the second lemma we repeatedly use the fact that a bounded set $S$ is Lebesgue-measurable if and only if, for every $\epsilon>0$, there exist a compact set $K \subseteq S$ and an open set $A \supseteq S$ such that $\mathbf{L}(A \backslash K)<\epsilon$. This is nothing but the equivalence of inner and outer measure for Lebesgue-measurable sets (see $[7,11]$ for more details).
Lemma 3.2. Let $Q=(-\pi, \pi)^{2}$; suppose $S \subseteq Q$ is a measurable set with $\mathbf{L}(S)>0$, and $n$ is a positive integer. Then there exist $n$ open sets $A_{i} \subseteq Q$, pairwise disjoint, such that $\mathbf{L}\left(S \cap A_{i}\right)>0$ for $i=1, \ldots, n$.
Proof. Let $U_{1}^{0}=Q$, then divide $Q$ into four equal squares of side $\pi$, and let $U_{j}^{1}$, $j=1, \ldots, 4$, indicate their internal parts. Iterate this procedure so that, for any natural number $p$, the original square is divided into $4^{p}$ equal squares of side $2 \pi / 2^{p}$, and let $U_{j}^{p}, j=1, \ldots, 4^{p}$, indicate their internal parts. For any $p$, the open squares $\left\{U_{j}^{p}\right\}$ are pairwise disjoint and cover almost all of $Q$, and since $S \subseteq Q$, they cover almost all of $S$. We seek the requested $A_{i}$ 's among some collection $\left\{U_{j}^{p}\right\}$, for a suitable $p$ such that $4^{p} \geq n$. Suppose that this cannot be done for any $p$, i.e. suppose that, for every $p$ with $4^{p} \geq n, \mathbf{L}\left(S \cap U_{j}^{p}\right)=0$ for all $j=1, \ldots, 4^{p}$, except for at most $n-1$ indices. Since $\mathbf{L}\left(U_{j}^{p}\right)=\pi^{2} / 4^{p-1}$, we then have

$$
0<\mathbf{L}(S)=\mathbf{L}\left(S \cap \bigcup_{j=1}^{4^{p}} U_{j}^{p}\right)=\sum_{j=1}^{4^{p}} \mathbf{L}\left(S \cap U_{j}^{p}\right) \leq(n-1) \frac{\pi^{2}}{4^{p-1}}
$$

and letting $p \rightarrow \infty$ we obtain $\mathbf{L}(S)=0$, which is absurd.
Lemma 3.3. Let $f(x, y): Q \rightarrow \mathbf{R}$ and $p(x, y): Q \rightarrow \mathbf{R}$ be two functions belonging to the space $L^{1}(Q)$, with $p \geq 0, p$ continuous on $Q=(-\pi, \pi)^{2}, p$ not identically zero. Let us indicate by $Q_{+}$the subset of $Q$ where $p(x, y)>0$; if we set

$$
a=\inf _{(x, y) \in Q_{+}} \frac{f(x, y)}{p(x, y)} \in \mathbf{R} \cup\{-\infty\}
$$

then for each real number $a^{\prime}>a$ and each integer $N \geq 0$ there exist natural numbers $n$ and $m$ so large that, for every $N$-tuple of polynomials $h_{i} \in \mathbf{P}_{n, m}, i=1, \ldots, N$, there exists a polynomial $u \in \mathbf{P}_{n, m}, u \not \equiv 0$, such that

$$
\begin{align*}
& \frac{\int_{Q} f|u|^{2}}{\int_{Q} p|u|^{2}} \leq a^{\prime}  \tag{14}\\
& \int_{Q} \bar{h}_{i} u d x=0, \quad i=1, \ldots, N . \tag{15}
\end{align*}
$$

The idea underlying the proof of this lemma is that the modulus of the polynomial $u(x, y)$ should be large on some set where $f / p$ is close to $a$, and small elsewhere; for such $u(x, y)$ to be orthogonal to any $N$ fixed polynomials, we build $N+1$ linearly independent polynomials whose moduli have the above property, and then we try to express $u(x, y)$ as a suitable linear combination of them. As we will show, these $N+1$ linearly independent polynomials can be chosen depending only on $f$, $p, a^{\prime}$ and $N$, while the coefficients of their linear combination yelding $u(x, y)$ will depend, of course, also on the $N$ polynomials to which $u(x, y)$ must be orthogonal.

Proof. Choose any real number $a^{\prime \prime}$ such that $a<a^{\prime \prime}<a^{\prime}$. Since $f / p$ is measurable on $Q_{+}$and $a^{\prime \prime}>a$, the subset $S \subseteq Q_{+}$where $f / p<a^{\prime \prime}$ is measurable and has positive measure (this follows from the definition of the essential infimum). By Lemma 3.2 we can find $N+1$ pairwise disjoint open sets $A_{i} \subseteq Q$ such that, letting $S_{i}=S \cap A_{i}$, it holds $\mathbf{L}\left(S_{i}\right)>0$, for $i=1, \ldots, N+1$. Let us set $m=\min _{i=1}^{N+1}\left\{\mathbf{L}\left(S_{\imath}\right)\right\} / 2$; since the sets $S_{i}$ 's are measurable, their Lebesgue measure equals their inner measure, and so we can find $N+1$ compact sets $C_{i} \subseteq S_{i}$, such that $\mathbf{L}\left(C_{i}\right) \geq m, i=1, \ldots, N+1$. We set $C=\bigcup_{i=1}^{N+1} C_{i}$; since $C$ is compact, $p>0$ on $C$ and $p$ is continuous on $C, p$ achieves a minimum $\gamma>0$ on $C$. Let us set $D=4(N+1)^{2} /(\gamma m)$. Using the absolute continuity of Lebesgue integral, there exists $\delta>0$ such that, for every measurable set $\Omega \subset Q$ with $\mathbf{L}(\Omega)<2(N+1) \delta$, it holds

$$
\begin{align*}
& 4 D \int_{\Omega}|f| \leq \frac{a^{\prime}-a^{\prime \prime}}{2}, \text { and }  \tag{16}\\
& \frac{a^{\prime \prime}}{1+4 D \int_{\Omega} p} \leq a^{\prime \prime}+\frac{a^{\prime}-a^{\prime \prime}}{8} \tag{17}
\end{align*}
$$

(we observe that, if $a^{\prime \prime} \geq 0$, the last condition is always fulfilled). Again approximating Lebesgue measure first with inner measure and then with outer measure, we can find $N+1$ compact sets $K_{i} \subseteq S_{\imath}$ such that $\mathbf{L}\left(S_{i} \backslash K_{i}\right)<\delta$, and $N+1$ open sets $U_{i} \supseteq S_{i}$ such that $\mathbf{L}\left(U_{i} \backslash S_{i}\right)<\delta$. By replacing $U_{i}$ with $U_{i} \cap A_{i}$ if necessary, we can assume that the $U_{i}$ 's are pairwise disjoint; similarly, by replacing $K_{2}$ with $K_{i} \cup C_{i}$ we can assume $C_{i} \subseteq K_{i}$. Now let $U=\bigcup_{j=1}^{N+1} U_{j}$, and $K=\bigcup_{j=1}^{N+1} K_{j}$; it trivially holds $\mathbf{L}(U \backslash K)<2(N+1) \delta$, and we will use this later.

We now choose a number $0<\epsilon<1 /(2 N+2)$ such that the following inequality holds

$$
\begin{equation*}
\epsilon^{2} D\|f\|_{L^{1}(Q)} \leq \frac{a^{\prime}-a^{\prime \prime}}{4} \tag{18}
\end{equation*}
$$

and, if $a^{\prime \prime}<0$, we choose $\epsilon$ so small that, for every measurable set $\Omega \subseteq Q$ with $\mathbf{L}(\Omega)<2(N+1) \delta$, it holds

$$
\begin{equation*}
\frac{a^{\prime \prime}}{1+4 D \int_{\Omega} p+\epsilon^{2} D\|p\|_{L^{1}(Q)}} \leq a^{\prime \prime}+\frac{a^{\prime}-a^{\prime \prime}}{4} \tag{19}
\end{equation*}
$$

(it is possible to do this because $\delta$ has already been fixed, and it verifies (17)). Now we consider $N+1$ continuous functions $\phi_{i}$ defined on $\bar{Q}$ such that $\phi_{i} \equiv 1$ on $K_{i}$, $\phi_{i} \equiv 0$ on $Q \backslash U_{i}$, and $0 \leq \phi_{i} \leq 1$ everywhere, $i=1, \ldots, N+1$ (for any $i$, such $\phi_{i}$ exists by virtue of Urysohn's lemma ([14]), since the two sets $K_{i}$ and $Q \backslash U_{i}$ are closed and disjoint). Since each $\phi_{i}$ is zero on the boundary of $Q$, it can be approximated in the uniform norm by a suitable trigonometric polynomial $g_{i}$, such that

$$
\begin{equation*}
\sup _{Q}\left|\phi_{i}-g_{i}\right|<\epsilon \tag{20}
\end{equation*}
$$

We seek the polynomials $u(x, y)$ in the form

$$
\begin{equation*}
u(x, y)=\sum_{j=1}^{N+1} c_{j} g_{j}(x, y) \tag{21}
\end{equation*}
$$

where the $c_{j}$ are complex numbers to be determined. It is obvious that $u(x, y) \in$ $\mathbf{P}_{n, m}$ for suitable $n$ and $m$, independently of how the numbers $c_{j}$ are chosen.

Consider any $N$-tuple of polynomials $h_{i}(x, y) \in \mathbf{P}_{n, m}, i=1, \ldots, N$ : we want to show that the complex numbers $c_{j}$ can be chosen in such a way that both (14) and (15) hold, and this will complete the proof of the lemma.

According to equation (21), the orthogonality relations (15) become

$$
\begin{equation*}
0=\sum_{j=1}^{N+1} c_{j} \int_{Q} \bar{h}_{i}(x, y) g_{j}(x, y) d x d y, \quad i=1, \ldots, N \tag{22}
\end{equation*}
$$

This is a system of $N$ linear equations in $N+1$ unknowns, so it always has a nontrivial solution $\bar{c}=\left(c_{1}, \ldots, c_{N+1}\right)$, for any choice of the $h_{i}(x, y)$ 's. There is no loss in generality if we suppose that $\bar{c}$ is normalized, i.e., if we suppose

$$
\begin{equation*}
\max _{1 \leq j \leq N+1}\left|c_{j}\right|=1=\left|c_{k}\right| \tag{23}
\end{equation*}
$$

for a suitable choice of $k$.
Owing to (20), we have that the modulus of any $g_{j}$ is between $1-\epsilon$ and $1+\epsilon$ on $K_{j}$, is not greater than $\epsilon$ on $Q \backslash U_{j}$, and is no greater than $1+\epsilon$ everywhere in $Q$. For this reason, from (23) we immediately obtain the estimate

$$
\begin{equation*}
|u(x, y)| \leq(N+1)(1+\epsilon) \leq 2(N+1) \tag{24}
\end{equation*}
$$

Let us estimate $|u(x, y)|$ for $(x, y) \in K_{k}$ (we remark that $\left|c_{k}\right|=1$ ); we have

$$
\begin{align*}
&|u(x, y)| \geq 1-\epsilon-N \epsilon, \quad(x, y) \in K_{k}, \text { and therefore }  \tag{25}\\
& \int_{Q} p|u|^{2} \geq \int_{K} p|u|^{2} \geq[1-(N+1) \epsilon]^{2} \int_{K_{k}} p \geq \frac{1}{4} \gamma m \tag{26}
\end{align*}
$$

since $C_{k} \subseteq K_{k}, \mathbf{L}\left(C_{k}\right) \geq m$, and $(N+1) \epsilon \leq 1 / 2$. In particular, $u(x, y)$ is not identically zero.

By similar arguments we immediately obtain

$$
\begin{equation*}
|u(x, y)| \leq \epsilon(N+1), \quad(x, y) \in Q \backslash U \tag{27}
\end{equation*}
$$

Finally, we have

$$
\int_{Q} f|u|^{2}=\int_{K} f|u|^{2}+\int_{U \backslash K} f|u|^{2}+\int_{Q \backslash U} f|u|^{2}
$$

Since $f<a^{\prime \prime} p$ inside $K$, from (24) and (27) we have

$$
\int_{Q} f|u|^{2} \leq a^{\prime \prime} \int_{K} p|u|^{2}+4(N+1)^{2} \int_{U \backslash K}|f|+\epsilon^{2}(N+1)^{2} \int_{Q \backslash U}|f|
$$

Dividing both sides by $\int_{Q} p|u|^{2}$ and using (26) we obtain

$$
\begin{equation*}
\frac{\int_{Q} f|u|^{2}}{\int_{Q} p|u|^{2}} \leq a^{\prime \prime} \frac{\int_{K} p|u|^{2}}{\int_{Q} p|u|^{2}}+4 D \int_{U \backslash K}|f|+\epsilon^{2} D\|f\|_{L^{1}(Q)} \tag{28}
\end{equation*}
$$

Now, since $\mathbf{L}(U \backslash K)<2(N+1) \delta$, from (16) and (18) we have

$$
\begin{equation*}
\frac{\int_{Q} f|u|^{2}}{\int_{Q} p|u|^{2}} \leq a^{\prime \prime} \frac{\int_{K} p|u|^{2}}{\int_{Q} p|u|^{2}}+\frac{3}{4}\left(a^{\prime}-a^{\prime \prime}\right) \tag{29}
\end{equation*}
$$

If $a^{\prime \prime} \geq 0$ we immediately obtain (14), since the ratio of the two integrals on the right side is not greater than 1.

The case $a^{\prime \prime}<0$ requires one more step. From (26) and (27) we have

$$
\frac{\int_{Q \backslash K} p|u|^{2}}{\int_{K} p|u|^{2}}=\frac{\int_{U \backslash K} p|u|^{2}+\int_{Q \backslash U} p|u|^{2}}{\int_{K} p|u|^{2}} \leq 4 D \int_{U \backslash K} p+\epsilon^{2} D\|p\|_{L^{1}(Q)}
$$

and so

$$
\frac{\int_{K} p|u|^{2}}{\int_{Q} p|u|^{2}}=\frac{1}{1+\frac{\int_{Q \backslash K} p|u|^{2}}{\int_{K} p|u|^{2}}} \geq \frac{1}{1+4 D \int_{U \backslash K} p+\epsilon^{2} D\|p\|_{L^{1}(Q)}}
$$

since $a^{\prime \prime}$ is negative, putting the last estimate into (29) yields

$$
\begin{equation*}
\frac{\int_{Q} f|u|^{2}}{\int_{Q} p|u|^{2}} \leq \frac{a^{\prime \prime}}{1+4 D \int_{U \backslash K} p+\epsilon^{2} D\|p\|_{L^{1}(Q)}}+\frac{3}{4}\left(a^{\prime}-a^{\prime \prime}\right) \tag{30}
\end{equation*}
$$

and using condition (19) we conclude the proof.
Proof of Theorem 3.1. Since the spectrum of a matrix is unaffected by transposition, we can prove our theorem referring to the spectrum of the transposed matrices $\left\{A_{n, m}^{t}\right\}$, instead of $\left\{A_{n, m}\right\}$ (the reason for this will become clear throughout this proof).

We first show inequality (12); suppose that, for some $n$ and $m, \lambda$ is an eigenvalue of $A_{n, m}^{t}$ and

$$
\begin{equation*}
\lambda \leq \inf _{Q} f \tag{31}
\end{equation*}
$$

then it holds $\lambda_{1}\left(A_{n, m}^{t}\right) \leq \inf _{Q} f$, which implies $\lambda_{1}\left(A_{n^{*}, m^{*}}^{t}\right) \leq \inf _{Q} f$, since $A_{n, m}^{t}$ is a principal submatrix of $A_{n^{*}, m^{*}}^{t}$. Let $u \in \mathbf{C}^{n^{*} m^{*}}$ be an eigenvector of $A_{n^{*}, m^{*}}^{t}$ relative to $\lambda_{1}\left(A_{n^{*}, m^{*}}^{t}\right)$, and let us indicate with the same letter $u$ the polynomial
$u(x, y) \in \mathbf{P}_{n, m}$ which corresponds to the vector $u \in \mathbf{C}^{n^{*} m^{*}}$, according to (8), (9). Using (10), we obtain

$$
\begin{equation*}
\lambda_{1}\left(A_{n^{*}, m^{*}}^{t}\right)=\frac{\left\langle A_{n^{*}, m^{*}}^{t} u, u\right\rangle}{\langle u, u\rangle}=\frac{\int_{Q} f|u|^{2}}{\int_{Q}|u|^{2}} \leq \inf _{Q} f \tag{32}
\end{equation*}
$$

from which it follows that

$$
0 \leq \int_{Q}\left(f-\inf _{Q} f\right)|u|^{2} \leq 0
$$

from this relation we obtain that $\left(f-\inf _{Q} f\right)|u|^{2}$ equals zero almost everywhere on $Q$ and, since $u$ is a nonidentically zero polynomial, $u \neq 0$ almost everywhere on $Q$ implies $f=\inf _{Q} f$ almost everywhere. So, inequality (31) can never be strict, and can hold only as an equality if and only $f$ is constant. This argument can be repeated considering $-f$ in place of $f$, and so we have proved (12), where the inequalities are always strict except when $f$ is constant.

Now we can prove (13). Let the integer $k>0$ be fixed; if we apply Lemma 3.3 to $f(x, y)$ (with $N=k-1$ and $p \equiv 1$ ), we obtain that for every real number $a^{\prime}>\inf _{Q} f$ there are $n$ and $m$ such that, however we choose $k-1$ polynomials $h_{i} \in \mathbf{P}_{n, m}, i=1, \ldots, k-1$, there exists a polynomial $u \in \mathbf{P}_{n, m}$ such that

$$
\frac{\int_{Q} f|u|^{2}}{\int_{Q}|u|^{2}} \leq a^{\prime}, \quad \text { and } \quad \int_{Q} \bar{h}_{i} u=0, \quad i=1, \ldots, k-1
$$

Using the isomorphism between $\mathbf{P}_{n, m}$ and $\mathbf{C}^{n^{*} m^{*}}$ and the identities (10), (11), we can reformulate the above statement as follows: for each real number $a^{\prime}>\inf _{Q} f$, there are integers $n$ and $m$ so large that, however we choose $k-1$ vectors $v_{i} \in \mathbf{C}^{n^{*} m^{*}}$, $i=1, \ldots, k-1$, there exists a vector $u \in \mathbf{C}^{n^{*} m^{*}}$ such that

$$
\frac{\left\langle A_{n^{*}, m^{*}}^{t} u, u\right\rangle}{\langle u, u\rangle} \leq a^{\prime}, \quad \text { and } \quad\left\langle v_{i}, u\right\rangle=0, \quad i=1, \ldots, k-1 .
$$

As the $v_{i}$ 's vary throughout $\mathbf{C}^{n^{*} m^{*}}$, they span all the subspaces $V \subseteq \mathbf{C}^{n^{*} m^{*}}$ whose dimension does not exceed $k$, so that we have

$$
\sup _{\operatorname{codim} U=k} \inf _{u \in U} \frac{\left\langle A_{n^{*}, m^{*}}^{t} u, u\right\rangle}{\langle u, u\rangle} \leq a^{\prime},
$$

and according to the minimax theorem of Courant and Fisher we obtain that the $k$-th eigenvalue of the matrix $A_{n^{*}, m^{*}}^{t}$ is at most $a^{\prime}$. Since $a^{\prime}>\inf _{Q} f$ was arbitrary, with the aid of (12) we obtain

$$
\begin{equation*}
\inf _{n, m} \lambda_{k}\left(A_{n, m}^{t}\right)=\inf _{Q} f, \quad \forall k \geq 1 \tag{33}
\end{equation*}
$$

Now, since $m \geq m^{\prime}$ and $n \geq n^{\prime}$ imply $\lambda_{k}\left(A_{n, m}^{t}\right) \leq \lambda_{k}\left(A_{n^{\prime}, m^{\prime}}^{t}\right)$ (because, in this case, $A_{n^{\prime}, m^{\prime}}$ is a principal submatrix of $A_{n, m}^{t}$ ), equation (33) becomes

$$
\lim _{n, m \rightarrow \infty} \lambda_{k}\left(A_{n, m}\right)=\inf _{Q} f, \quad \forall k \geq 1 .
$$

By replacing $f$ with $-f$ and repeating this argument, we immediately obtain the other limit in (13), the one relative to the $k$-th from the last eigenvalue.
Corollary 3.4. Suppose $f \in L^{1}(Q)$ and $f \geq 0$ almost everywhere on $Q$, with $f>0$ on a set of positive measure. Then the matrices $\left\{A_{n, m}\right\}$ generated by $f$ are all positive-definite.

Proof. In fact, by Lemma 3.3 all their eigenvalues are strictly positive.
Theorem 3.5. Let $f(x, y): Q \rightarrow \mathbf{R}$ and $p(x, y): Q \rightarrow \mathbf{R}$ be as in Lemma 3.3, and let $\left\{A_{n, m}\right\},\left\{P_{n, m}\right\}, n, m \in \mathbf{N}$, be the sets of block Toeplitz matrices generated, respectively, by $f(x, y)$ and $p(x, y)$. Let us set

$$
r=\inf _{Q_{+}} \frac{f}{p}, \quad R=\sup _{Q_{+}} \frac{f}{p}, \quad \text { where } \quad Q_{+}=\{(x, y): p(x, y)>0\}
$$

and suppose $r \neq R, \mathbf{L}\left(Q \backslash Q_{+}\right)=0$; then, for any $n$ and $m$, all the eigenvalues of $P_{n, m}^{-1} A_{n, m}$ lie in the open set $(r, R)$, and for every fixed positive integer $k$ it holds

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right)=r, \quad \lim _{n, m \rightarrow \infty} \lambda_{n m+1-k}\left(P_{n, m}^{-1} A_{n, m}\right)=R, \tag{34}
\end{equation*}
$$

that is, for $k$ fixed, the first $k$ eigenvalues of $P_{n, m}^{-1} A_{n, m}$ tend to the infimum of $f / p$, while the last $k$ tend to the supremum of $f / p$, as $n, m$ approach infinity.

Proof. Throughout this proof, we will systematically use the fact that the eigenvalues of $P_{n, m}^{-1} A_{n, m}$ coincide with those of $\left(P_{n, m}^{t}\right)^{-1} A_{n, m}^{t}$. From Corollary $3.4, P_{n, m}$ is positive-definite (and hence non-singular) for any value of $n, m$. Let $k$ and $a^{\prime \prime}>r$ be fixed; using the isomorphysm between $\mathbf{P}_{n, m}$ and $\mathbf{C}^{n^{*} m^{*}}$ and the identities (10), (11), from Lemma 3.3 we get the following: there are integers $n$ and $m$ so large that, however we choose $k-1$ vectors $v_{i} \in \mathbf{C}^{n^{*} m^{*}}, i=1, \ldots, k-1$, there exists a vector $u \in \mathbf{C}^{n^{*} m^{*}}$ such that

$$
\frac{\left\langle A_{n^{*}, m^{*}}^{t} u, u\right\rangle}{\left\langle P_{n^{*}, m^{*}}^{t} u, u\right\rangle} \leq a^{\prime \prime}, \quad \text { and } \quad\left\langle v_{i}, u\right\rangle=0, \quad i=1, \ldots, k-1
$$

As the $v_{i}$ 's vary throughout $\mathbf{C}^{n^{*} m^{*}}$, they span all the subspaces $V \subseteq \mathbf{C}^{n^{*} m^{*}}$ whose dimension does not exceed $k-1$ so that, according to the minimax theorem of Courant and Fisher for the generalized eigenvalue problem, we obtain that the $k$-th eigenvalue of the matrix $P_{n^{*}, m^{*}}^{-1} A_{n^{*}, m^{*}}$ is at most $a^{\prime \prime}$, i.e. $\lambda_{k}\left(A_{n^{*}, m^{*}}\right) \leq a^{\prime \prime}$. Since $a^{\prime \prime}>r$ was arbitrary, we obtain

$$
\begin{equation*}
\inf _{n, m} \lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right) \leq r, \quad \forall k \geq 1 \tag{35}
\end{equation*}
$$

We want to show also the opposite inequality (it will suffice to prove it for $k=1$ ). Suppose that there exist $n$ and $m$ such that

$$
\begin{equation*}
\lambda_{1}\left(P_{n, m}^{-1} A_{n, m}\right) \leq r \tag{36}
\end{equation*}
$$

since $P_{n, m}$ is a principal submatrix of $P_{n^{*}, m^{*}}$, and $A_{n, m}$ is the corresponding submatrix of $A_{n^{*}, m^{*}}$, again from the minimax theory we have $\lambda_{1}\left(P_{n^{*}, m^{*}}^{-1} A_{n^{*}, m^{*}}\right) \leq r$; reasoning as in the proof of Theorem 3.1, i.e. considering an eigenvector relative to $\lambda_{1}\left(P_{n^{*}, m^{*}}^{-1} A_{n^{*}, m^{*}}\right)$, there exists a a polynomial $u(x, y) \in \mathbf{P}_{n, m}$ (not identically zero) such that

$$
\lambda_{1}\left(P_{n^{*}, m^{*}}^{-1} A_{n^{*}, m^{*}}\right)=\frac{\int_{Q} f|u|^{2}}{\int_{Q} p|u|^{2}} \leq r,
$$

from which we obtain $0 \leq \int_{Q_{+}}(f-r p)|u|^{2} \leq 0$ (we remark that $\mathbf{L}\left(Q \backslash Q_{+}\right)=0$ ). Since $u \neq 0$ almost everywhere, we obtain $f=r p$ almost everywhere from which it follows that $r=R$, which is absurd since we had supposed $r<R$. So, inequality (36) cannot hold for any $n$ and $m$, and we obtain that, for any value of $n$ and $m$,
all the eigenvalues of $P_{n, m}^{-1} A_{n, m}$ are strictly greater than $r$; in particular, equality must hold in (35), so we have

$$
\begin{align*}
\inf _{n, m} \lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right)=r, \quad \forall k \geq 1, \text { and }  \tag{37}\\
\quad \lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right)>r, \quad \forall n, m \geq 1, \forall k, 1 \leq k \leq n m \tag{38}
\end{align*}
$$

Moreover, since $\lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right)$ is a non-increasing function of $n$ and $m$ (with respect to the usual partial ordering on the pairs $(n, m)$ ), the infimum in equation (37) is actually a limit, so we obtain

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right)=r, \quad \forall k \geq 1 \tag{39}
\end{equation*}
$$

Replacing $f$ with $-f$, and repeating this reasoning, we obtain

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \lambda_{n m+1-k}\left(P_{n, m}^{-1} A_{n, m}\right)=R \tag{40}
\end{equation*}
$$

and any eigenvalue of $P_{n, m}^{-1} A_{n, m}$, for any value of $n$ and $m$, is strictly smaller than $R$. So we have proved that the spectrum of any matrix $P_{n, m}^{-1} A_{n, m}$ lies in the open set $(r, R)$, i.e.

$$
\begin{equation*}
r<\lambda_{k}\left(P_{n, m}^{-1} A_{n, m}\right)<R, \quad \forall n, m \geq 1, \quad \forall k, 1 \leq k \leq n m \tag{41}
\end{equation*}
$$

Corollary 3.6. Under the same hypotheses and notations as in Theorem 3.5, suppose that $f \geq 0$ almost everywhere, with $f>0$ on a set of positive measure. Then, letting $M_{n, m}=P_{n, m}^{-\frac{1}{2}} A_{n, m} P_{n, m}^{-\frac{B}{2}}$, it holds

$$
\begin{align*}
\mu\left(M_{n, m}\right) & <\frac{R}{r}, \quad \forall n, m \geq 1  \tag{42}\\
\lim _{n, m \rightarrow \infty} \mu\left(M_{n, m}\right) & =\frac{R}{r} \tag{43}
\end{align*}
$$

where $\mu(A)$ indicates the condition number, i.e. $\mu(A)=\|A\|\left\|A^{-1}\right\|$, with respect to the Euclidean norm (it is understood that $R / r=+\infty$ if $r=0$ ), and the limit is monotone increasing with respect to the usual partial ordering over the pairs ( $n, m$ ); moreover, the convergence factor of the conjugate gradient method verifies

$$
\begin{equation*}
\lim _{n, m \rightarrow \infty} \frac{\lambda_{\max }\left(M_{n, m}\right)-\lambda_{\min }\left(M_{n, m}\right)}{\lambda_{\max }\left(M_{n, m}\right)+\lambda_{\min }\left(M_{n, m}\right)}=\frac{R-r}{R+r} \tag{44}
\end{equation*}
$$

Proof. For any $n$ and $m$, the matrix $M_{n, m}$ is Hermitian and is positive-definite, because it has the same eigenvalues as $P_{n, m}^{-1} A_{n, m}$, which by Theorem 3.5 lie in the open set $(r, R)$, with $r \geq 0$. So we have

$$
\mu\left(M_{n, m}\right)=\frac{\lambda_{\max }\left(P_{n, m}^{-1} A_{n, m}\right)}{\lambda_{\min }\left(P_{n, m}^{-1} A_{n, m}\right)} .
$$

Then estimate (42) follows immediately from (41), while (43) follows from (39) and (40), passing to the limit in the above equation. The limit is monotone, being non-increasing in the limit (39) and non-decreasing in the limit (40). Finally, the limit relation (44) is proved in the same way.
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